How Does Naming Affect Language Models on Code Analysis Tasks?

**Summary**: The study is investigating how the naming of variables, methods, and functions impacts the performance of LLMs such as CodeBERT and Chatgbt in code analysis tasks. The main idea is creating a dataset that is misleading with goofy names intentionally. And perform code analysis tasks on these datasets with a well-trained model such as (CodeBERT**) [4].**

**Idea**: The study is stating how variables, methods and functions naming conventions affect the performance of LLMs in code analysis tasks. Since programming languages allow flexible naming conventions, unlike natural languages models use fixed naming conventions for words, the author hypothesizes that poorly or misleading names identifiers could noticeably reduce the performance of LLMs in tasks such as code search or even clone detection. The study aims to measure this effect and evaluate if LLMs depend on literal code features or understanding the logic of the code [5][6].

**Methods**: The authors designed experiments to systematically manipulate code naming conventions and measure the impact on LLMs performance. They categorized code features into literal features such as (naming of variables, functions, and comments) and logical features (keywords and operators that define the control flow).

Steps in methodology as follows:

1. **Dataset Creation:**

* They developed eight datasets where variable names or methods were anonymized such as random naming (e.g. abc123) or shuffle naming (e.g. renaming bubble\_sort to encrypted\_data [5][13][14].

1. **Model selection and Fine-tuning**

* Models used: CodeBERT [4] and GraphCodeBERT [5], which are already pre-trained.
* Fine-tuned these models on the manipulated datasets for two specific code analysis tasks: natural language code search and clone detection.

1. **Tasks**:

* Code Search: Finding the most relevant code snipped for a natural language query [13].
* Clone detection: Identifying if two code fragments perform the same function, despite differences in implementation [14]

**DataSets**:

1. CodeSearchNet Corpus:

* Contains code and corresponding documentation pairs for multiple languages (Java,Python,etc.) Used for the search code task[13].

1. BigCloneBench:

* A benchmark dataset consisting of known code clones across different java projects. Used for the clone detection task[14].

1. Anonymized Datasets:

* 16 variations are created by anonymizing variables names or methods names using random and shuffle naming strategies.

**Evaluation Metrics:**

1- Mean Reciprocal Rank (MRR):

* Used to evaluate the code search task. It measures how well the model ranks the correct code snippet for a given query[4].
* Higher MRR indicates better performance.

2- F1 Score:

* Used for the clone detection task to assess precision and recall in identifying similar code snippets[14].
* Higher F1 reflects more accurate detection of code clones.

**Results:**

Impact on code search (MRR Scores):

 Original Dataset (No Anonymization):

* Java: 70.36% MRR
* Python: 68.17% MRR

 Anonymizing Variable Names:

* Java (Random): 67.73%
* Python (Random): 59.8%

 Anonymizing Method Names:

* Java (Random): 60.89%
* Python (Random): 55.43%

 Anonymizing All Names:

* Java: 17.42% (Random), 17.03% (Shuffled)
* Python: 24.09% (Random), 23.73% (Shuffled)

**Result Insight:**

The performance dropped drastically when all names were anonymized,

especially in Java where the MRR fell to as low as 17.03%. This indicates LLMs strong reliance on meaningful naming conventions for effective code search.

2- **Impact on Clone Detection (F1 Scores):**

* Original Dataset (No Anonymization): 94.87% F1
* Anonymizing Variable Names: 92.64% (Random), 92.52% (Shuffled)
* Anonymizing Method Names: 93.97% (Random), 94.27% (Shuffled)
* Anonymizing All Names: 86.77% (Random), 84.76% (Shuffled)

**Result insight:**

Clone detection performance dropped when names were anonymized. The decline was less compared to code search.This suggests that LLMs can still recognize code similarity through logical structures. Even when naming conventions is anonymized.

**Reflection:**

* **Key Findings:**  
  This paper highlights a critical limitation of LLMs in code analysis: their heavy reliance on well-defined naming conventions. It underscores the need for models that better understand the logical structure of code, not just its surface-level semantics[4][5].
* **Limitations**:  
  The study focused primarily on CodeBERT and ChatGPT. Expanding the experiments to other LLMs like GraphCodeBERT or more recent versions of GPT might yield broader insights[6][11].
* **Areas for future exploration:**  
  Future work could explore training models to focus more on logical code features rather than literal names. Additionally, enhancing LLMs' resilience to poorly named or obfuscated code could improve their real-world application, especially in security-sensitive contexts like malware detection or decompiled code analysis[15]16].
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